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Abstract— Recent developments in on-body interfaces have

extended the interaction space of physical devices to the skin

of our hands. While these interfaces can easily project graphical

elements on the bare hand, they cannot give tactile feedback.

Here we present a technology that could help to expand

the output capability of on-body interfaces to provide tactile

feedback without restricting the skin as an interaction surface.

SkinHaptics works by focusing ultrasound in the hand using a

phased array of ultrasound transmitters and the acoustic time-

reversal signal processing technique. We present experimental

results that show that this device can steer and focus ultrasound

on the skin through the hand, which provides the basis for the

envisioned technology. We then present results of a study that

show that the focused energy can create sensations that are

perceived under the skin and in the hand. We demonstrate the

potential of SkinHaptics and discuss how our proof-of-concept

device can be scaled beyond the prototype.

I. INTRODUCTION

Our hands and forearms are a natural interaction platform
for on-body interfaces that use the skin as an input and output
surface. Unlike visual output, which can be displayed with
pico- and laser-projectors [1], [2], [3], no practical solution
exists to give tactile feedback without placing actuators on
the skin, although tactile cues are as important as visual cues
for precise pointing (e.g., for eyes-free interaction [4]). Re-
cently, a few technologies have emerged that can give tactile
feedback from a distance with air vortices [5], with focused
airborne ultrasound [6], or with indirect laser radiation [7].
However, they are not wearable and have a limited haptic
design space. Air vortices and airborne ultrasound create
low-resolution sensations that resemble a puff of air, whereas
laser requires instrumenting the skin with a light-absorbing
medium to elicit a sensation similar to a tap.

Here, we propose SkinHaptics, a new type of haptic
feedback that is created by focusing ultrasound through the
hand using a phased array of ultrasound transmitters (see
Fig. 1). The device can be worn on the side of the hand
opposite to the interaction surface requested by an on-body
interface and does not interfere with interactive elements
that the interface could provide (e.g., a menu projected on
the skin [1], [2]). In our current implementation the focused
acoustic energy can create sensations that seem to be located
in the hand. We ultimately envision to be able to create
sensations on the skin at the opposite side of the hand.

This work was supported by Nokia Research Centre and the European
Research Council (Proof-of-concept - 640749) under the H2020 Programme.

1Daniel Spelmezan is with University of Sussex, United Kingdom
d.spelmezan@sussex.ac.uk
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Fig. 1. Ultrasound transmitters emit acoustic energy into the hand. The
pressure waves interfere constructively to create tactile feedback in the hand
and through the hand (e.g., for smartwatch interactions [3]). Alternatively,
the transmitters could be placed at the back of the hand to create tactile
feedback at the palm (e.g., for palm-based interfaces [1], [2], [4]).

Our motivation for exploring this technology is grounded
in the wide use of ultrasound in medical applications (e.g.,
for imaging diagnosis and therapy [8], [9]). Moreover, in
medical science focused ultrasound has been used as a
noninvasive method for diagnosing hearing and neurological
disorders, and for creating tactile, temperature and pain
sensations in the hand [10]. As a first step to investigate how
ultrasound focused in the hand could provide tactile feedback
for human-computer interaction, we present a technology
that provides the basis for the device we envision and explore
the fundamental requirements for creating tactile sensations.

We make the following contributions to demonstrate the
feasibility of SkinHaptics: (1) We present the system we
developed for focusing ultrasound through the hand using
the acoustic time reversal signal processing technique [11],
[12]. (2) We conducted two system evaluations using low-
intensity, low-frequency ultrasound. In the first informal
evaluation we verified that the system can steer and focus
ultrasound through the hand. In the second formal evaluation
we measured the distribution of acoustic energy at the back
of the hand and identified regions with good focusing quality.
(3) We conducted a preliminary user study on evoking tac-
tile sensations with focused ultrasound and with unfocused
ultrasound. We found that only focused ultrasound created
noticeable sensations that were perceived slightly in the hand,
which confirmed that SkinHaptics works.

II. SKINHAPTICS: BACKGROUND AND PRINCIPLE

Our work is related to haptic feedback devices, focused ul-
trasound for stimulating neuroreceptor structures for medical
diagnosis, and time-reversed acoustics.
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Fig. 10. (a) Focus locations at the back of the hand. (b–h) Characteristics of the sensations and the locations where the focused pulse series was perceived.
(b,c) Frequent sensations on the skin, in the skin, or deeper in the hand. (d–h) Infrequent sensations on or under the skin (2–3⇥).

and that the focused energy can cause sensations that are
perceived in the skin and deeper in the hand. However,
we tested only one specific pulse series for which we did
not vary the ultrasound intensity, nor the duration or the
transmitter characteristics (e.g., size, directivity and coupling
efficiency). Moreover, the frequency affects the size of the
focal region and the optimal geometry of the focusing array
[9], [11], [12], as well as the attenuation of energy that
can change the intensity needed to create tactile sensations
by several orders of magnitude [10]. For future work we
intend to explore these parameters to better understand the
conditions under which to focus the tactile sensations.

Our technology requires tight contact between the skin
and transmitters and calibration to set the focus location.
Recalibration is needed when the hand or the array is moved.
We surmise that a one-time per-user calibration for different
hand postures and array positions could be feasible with a
transmit-receive array for sensing the posture from the waves
reflected in the hand (similar to ultrasound imaging), and
emitting the impulse responses that refocus the waves.

We hope that our work demonstrates the possibilities Skin-
Haptics offers for human-computer interaction and inspires
other researchers to explore this technology.
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ABSTRACT
TouchTokens were introduced recently as a means to design low-
cost tangible interfaces. The technique consists in recognizingmulti-
touch patterns associated with speci�c tokens, and works on any
touch-sensitive surface, with passive tokens that can be made out
of any material. TouchTokens have so far been limited to a few
basic geometrical shapes only, which puts a signi�cant practical
limit to how tailored token sets can be. In this article, we introduce
TouchTokenBuilder and TouchTokenTracker that, taken together, aim
at facilitating the development of tailor-made tangible interfaces.
TouchTokenBuilder is an application that assists interface designers
in creating token sets using a simple direct-manipulation interface.
TouchTokenTracker is a library that enables tracking the tokens’ full
geometry. We report on experiments with those tools, showing the
strengths and limitations of tangible interfaces with passive tokens.
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1 INTRODUCTION
Tangible interfaces have been designed for use in various domains
such as music composition [14], storytelling [23], games [3, 26],
teaching [21], programming [5, 11] and database querying [13, 25].
All of these interfaces feature physical tokens that aim at resembling
actual objects from the targeted application area. Variations in the
shape, size and material of these tokens all play an important role
in providing the right manipulation a�ordances and conveying
the proper semantics [22, 25]. Promoting tangible interfaces thus
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requires enabling designers to easily build tailor-made tokens that
suit their speci�c needs.

The physicality of tangible interfaces makes them resistant to
customization, however [12]. Various approaches to building tangi-
ble interfaces exist, such as vision-based frame analysis for di�used
illumination tabletops (e.g., [13, 14]), conductive tokens tracked on
a capacitive surface (e.g., [16, 27]) or speci�c sensors (magnetome-
ters, Hall-e�ect sensors) augmenting the display surface in order to
detect magnetic tokens [12, 18]. But whichever the technology con-
sidered, building and tracking tangible tokens remains an e�ortful
process in terms of fabrication, software development, or both.

TouchTokens [19] o�er an alternative solution, enabling the
design of low-cost tangible interfaces. The general principle con-
sists of designing tokens of varying shapes, all featuring notches
that constrain how users grasp them. When users touch the surface
while holding a given token, the speci�c multi-touch spatial pattern
associated with it is recognized using a pattern-matching algorithm
that does not require any training or calibration. TouchTokens are
fully passive. They can be fabricated using any non-conductive ma-
terial, o�ering designers much �exibility in that respect. However,
the proposed approach is currently limited to a set of simple shapes
(square, rectangle, circle and triangle). In this article, we introduce
two tools that allow interface designers to build and recognize
TouchTokens featuring arbitrary shapes.

Our �rst contribution, TouchTokenBuilder , is a software applica-
tion that assists interface designers in placing notches on arbitrarily-
shaped vector contours for creating con�ict-free token sets. The
application features a simple direct-manipulation interface and out-
puts two �les: a vector-graphics description of all tokens in the set,
ready to be fabricated using, e.g., a laser cutter; and a numerical
description of the geometry of each token.

Our second contribution, TouchTokenTracker , is a software li-
brary that takes as input the numerical description produced by
TouchTokenBuilder . While TouchTokens’ original algorithm [19]
only provided developers with the ID of the recognized token and
the user’s �nger coordinates, the new TouchTokenTracker also en-
ables tracking the tokens’ full geometry (location, orientation and
shape) throughout their manipulation on the multi-touch surface.
In addition, tracking remains robust even when users lift a �nger
while manipulating tokens (leaving a minimum of two �ngers in
contact with the surface), as illustrated in Figure 1.

After reviewing related work, we describe TouchTokenBuilder
and TouchTokenTracker . We then present some proof-of-concept
token sets designed with TouchTokenBuilder , and report on ex-
periments conducted to evaluate TouchTokenTracker’s recognition
accuracy for these token sets. Finally, we discuss the limitations of
our approach and directions for future work.

https://doi.org/10.1145/3206505.3206509
https://doi.org/10.1145/3206505.3206509


Custom-made Tangible Interfaces with TouchTokens AVI ’18, May 29-June 1, 2018, Castiglione della Pescaia, Italy

REFERENCES
[1] Caroline Appert, Olivier Chapuis, Emmanuel Pietriga, and María-Jesús Lobo.

2015. Reciprocal Drag-and-Drop. ACM Trans. Comput.-Hum. Interact. 22, 6,
Article 29 (Sept. 2015), 36 pages. https://doi.org/10.1145/2785670

[2] Michael A. Arbib. 1990. Programs, schemas, and neural networks for control
of hand movements: Beyond the RS framework. Attention and performance 13:
Motor representation and control. (1990), 111–138.

[3] Daniel Avrahami, Jacob O. Wobbrock, and Shahram Izadi. 2011. Portico: Tangible
Interaction on and Around a Tablet. In Proc. UIST ’11. ACM, 347–356. https:
//doi.org/10.1145/2047196.2047241

[4] Rachel Blagojevic and Beryl Plimmer. 2013. CapTUI: Geometric Drawing with
Tangibles on a Capacitive Multi-touch Display. In Proc. INTERACT ’13. Springer,
511–528.

[5] David Bouchard and Steve Daniels. 2015. Tiles That Talk: Tangible Templates
for Networked Objects. In Proc. TEI ’15. ACM, 197–200. https://doi.org/10.1145/
2677199.2680607

[6] Wolfgang Büschel, Ulrike Kister, Mathias Frisch, and Raimund Dachselt. 2014.
T4 - Transparent and Translucent Tangibles on Tabletops. In Proc. AVI ’14. ACM,
81–88. https://doi.org/10.1145/2598153.2598179

[7] Liwei Chan, Stefanie Müller, Anne Roudaut, and Patrick Baudisch. 2012. Cap-
Stones and ZebraWidgets: Sensing Stacks of Building Blocks, Dials and Slid-
ers on Capacitive Touch Screens. In Proc. CHI ’12. ACM, 2189–2192. https:
//doi.org/10.1145/2207676.2208371

[8] Maurizio Gentilucci, Luana Caselli, and Claudio Secchi. 2003. Finger control
in the tripod grasp. Experimental Brain Research 149, 3 (01 Apr 2003), 351–360.
https://doi.org/10.1007/s00221-002-1359-3

[9] Thomas R. G. Green and Marian Petre. 1996. Usability analysis of visual pro-
gramming environments: a “cognitive dimensions” framework. JVLC 7, 2 (1996),
131–174. https://doi.org/10.1006/jvlc.1996.0009

[10] C. Hager-Ross and M.H. Schieber. 2000. Quantifying the independence of human
�nger movements: comparisons of digits, hands, and movement frequencies.
Journal of Neuroscience 20, 22 (2000), 8542.

[11] Michael S. Horn and Robert J. K. Jacob. 2007. Designing Tangible Programming
Languages for Classroom Use. In Proc. TEI ’07. ACM, 159–162. https://doi.org/
10.1145/1226969.1227003

[12] Sungjae Hwang, Myungwook Ahn, and Kwang-yun Wohn. 2013. MagGetz: Cus-
tomizable Passive Tangible Controllers on and Around Conventional Mobile De-
vices. In Proc. UIST ’13. ACM, 411–416. https://doi.org/10.1145/2501988.2501991

[13] Hans-Christian Jetter, Jens Gerken, Michael Zöllner, Harald Reiterer, and Natasa
Milic-Frayling. 2011. Materializing the Query with Facet-streams: A Hybrid
Surface for Collaborative Search on Tabletops. In Proc. CHI ’11. ACM, 3013–3022.
https://doi.org/10.1145/1978942.1979390

[14] Sergi Jordà, Günter Geiger, Marcos Alonso, and Martin Kaltenbrunner. 2007. The
reacTable: Exploring the Synergy Between Live Music Performance and Tabletop
Tangible Interfaces. In Proc. TEI ’07. ACM, 139–146. https://doi.org/10.1145/
1226969.1226998

[15] Stefanie Klum, Petra Isenberg, Ricardo Langner, Jean-Daniel Fekete, and Raimund
Dachselt. 2012. Stackables: Combining Tangibles for Faceted Browsing. In Proc.
AVI ’12. ACM, 241–248. https://doi.org/10.1145/2254556.2254600

[16] Sven Kratz, Tilo Westermann, Michael Rohs, and Georg Essl. 2011. CapWidgets:
Tangible Widgets Versus Multi-touch Controls on Mobile Devices. In CHI EA ’11.

ACM, 1351–1356. https://doi.org/10.1145/1979742.1979773
[17] Rong-Hao Liang, Liwei Chan, Hung-Yu Tseng, Han-Chih Kuo, Da-Yuan Huang,

De-Nian Yang, and Bing-Yu Chen. 2014. GaussBricks: Magnetic Building Blocks
for Constructive Tangible Interactions on Portable Displays. In Proc. CHI ’14 (CHI
’14). ACM, New York, NY, USA, 3153–3162. https://doi.org/10.1145/2556288.
2557105

[18] Rong-Hao Liang, Kai-Yin Cheng, Liwei Chan, Chuan-Xhyuan Peng, Mike Y. Chen,
Rung-Huei Liang, De-Nian Yang, and Bing-Yu Chen. 2013. GaussBits: Magnetic
Tangible Bits for Portable and Occlusion-free Near-surface Interactions. In CHI
EA ’13. ACM, 2837–2838. https://doi.org/10.1145/2468356.2479537

[19] Rafael Morales González, Caroline Appert, Gilles Bailly, and Emmanuel Pietriga.
2016. TouchTokens: Guiding Touch Patterns with Passive Tokens. In Proc. CHI ’16.
ACM, New York, NY, USA, 4189–4202. https://doi.org/10.1145/2858036.2858041

[20] Rafael Morales González, Caroline Appert, Gilles Bailly, and Emmanuel Pietriga.
2017. Passive Yet Expressive TouchTokens. In Proc. CHI ’17 (CHI ’17). ACM, New
York, NY, USA, 3741–3745. https://doi.org/10.1145/3025453.3025894

[21] Mikko Pyykkönen, Jukka Riekki, Marko Jurmu, and Iván Sanchéz Milara. 2013.
Activity Pad: Teaching Tool Combining Tangible Interaction and A�ordance of
Paper. In Proc. ITS ’13. ACM, 135–144. https://doi.org/10.1145/2512349.2512810

[22] Jinsil Hwaryoung Seo, Janelle Arita, Sharon Chu, Francis Quek, and Stephen
Aldriedge. 2015. Material Signi�cance of Tangibles for Young Children. In Proc.
TEI ’15. ACM, 53–56. https://doi.org/10.1145/2677199.2680583

[23] Yang Ting Shen and Ali Mazalek. 2010. PuzzleTale: A Tangible Puzzle Game for
Interactive Storytelling. Comput. Entertain. 8, 2, Article 11 (Dec. 2010), 15 pages.
https://doi.org/10.1145/1899687.1899693

[24] Brygg Ullmer, Hiroshi Ishii, and Robert J. K. Jacob. 2005. Token+Constraint
Systems for Tangible Interaction with Digital Information. ACM Trans. Comput.-
Hum. Interact. 12, 1 (2005), 81–118. https://doi.org/10.1145/1057237.1057242

[25] Consuelo Valdes, Diana Eastman, Casey Grote, Shantanu Thatte, Orit Shaer, Ali
Mazalek, Brygg Ullmer, and Miriam K. Konkel. 2014. Exploring the Design Space
of Gestural Interaction with Active Tokens Through User-de�ned Gestures. In
Proc. CHI ’14. ACM, 4107–4116. https://doi.org/10.1145/2556288.2557373

[26] Simon Voelker, Christian Cherek, Jan Thar, Thorsten Karrer, Christian Thoresen,
Kjell Ivar Øvergård, and Jan Borchers. 2015. PERCs: Persistently Trackable
Tangibles on Capacitive Multi-Touch Displays. In Proc. UIST ’15. ACM, 351–356.
https://doi.org/10.1145/2807442.2807466

[27] Simon Voelker, Kosuke Nakajima, Christian Thoresen, Yuichi Itoh, Kjell Ivar
Øvergård, and Jan Borchers. 2013. PUCs: Detecting Transparent, Passive Un-
touched Capacitive Widgets on Unmodi�ed Multi-touch Displays. In Proc. ITS
’13. ACM, 101–104. https://doi.org/10.1145/2512349.2512791

[28] Neng-Hao Yu, Sung-Sheng Tsai, I-Chun Hsiao, Dian-Je Tsai, Meng-Han Lee,
Mike Y. Chen, and Yi-Ping Hung. 2011. Clip-on Gadgets: Expanding Multi-
touch Interaction Area with Unpowered Tactile Controls. In Proc. UIST ’11. ACM,
367–372. https://doi.org/10.1145/2047196.2047243

[29] Vladimir M Zatsiorsky, Zong-Ming Li, and Mark L Latash. 2000. Enslaving e�ects
in multi-�nger force production. Experimental Brain Research 131, 2 (2000),
187–195.

[30] Jamie Zigelbaum, Michael S. Horn, Orit Shaer, and Robert J. K. Jacob. 2007. The
Tangible Video Editor: Collaborative Video Editing with Active Tokens. In Proc.
TEI ’07. ACM, 43–46. https://doi.org/10.1145/1226969.1226978

https://doi.org/10.1145/2785670
https://doi.org/10.1145/2047196.2047241
https://doi.org/10.1145/2047196.2047241
https://doi.org/10.1145/2677199.2680607
https://doi.org/10.1145/2677199.2680607
https://doi.org/10.1145/2598153.2598179
https://doi.org/10.1145/2207676.2208371
https://doi.org/10.1145/2207676.2208371
https://doi.org/10.1007/s00221-002-1359-3
https://doi.org/10.1006/jvlc.1996.0009
https://doi.org/10.1145/1226969.1227003
https://doi.org/10.1145/1226969.1227003
https://doi.org/10.1145/2501988.2501991
https://doi.org/10.1145/1978942.1979390
https://doi.org/10.1145/1226969.1226998
https://doi.org/10.1145/1226969.1226998
https://doi.org/10.1145/2254556.2254600
https://doi.org/10.1145/1979742.1979773
https://doi.org/10.1145/2556288.2557105
https://doi.org/10.1145/2556288.2557105
https://doi.org/10.1145/2468356.2479537
https://doi.org/10.1145/2858036.2858041
https://doi.org/10.1145/3025453.3025894
https://doi.org/10.1145/2512349.2512810
https://doi.org/10.1145/2677199.2680583
https://doi.org/10.1145/1899687.1899693
https://doi.org/10.1145/1057237.1057242
https://doi.org/10.1145/2556288.2557373
https://doi.org/10.1145/2807442.2807466
https://doi.org/10.1145/2512349.2512791
https://doi.org/10.1145/2047196.2047243
https://doi.org/10.1145/1226969.1226978


 

Levi-loop:  A Mid-Air Gesture 
Controlled Levitating Particle Game

 
 

Rafael Morales Gonzalez 
Ultraleap Ltd. 
Bristol, UK 
rafael.morales@ultraleap.com  
 
Euan Freeman 
University of Glasgow 
Glasgow, UK 
euan.freeman@glasgow.ac.uk 
 
Orestis Georgiou 
Ultraleap Ltd. 
Bristol, UK 
orestis.georgiou@ultraleap.com 

 Abstract 
Acoustic levitation offers a novel alternative to 
traditional volumetric displays. With state-of-the-art 
hand-tracking technology, direct interaction and 
manipulation of levitating objects in 3D is now possible. 
Further, adding game-elements like completing simple 
tasks can encourage participant exploration of new 
technologies. We have therefore developed a gesture 
controlled levitating particle game, akin to the classic 
wire-loop game, that combines all these elements 
(levitation, hand-tracking, and gameplay) together with 
physical obstacles. Further, we have designed a gesture 
input set that constrains false triggering gestures and 
dropping of the levitating particle. 

Author Keywords 
Acoustic levitation; game; ultrasound; gesture input.  

CSS Concepts 
• Human-centered computing~Human computer 
interaction (HCI); Gestural Input  

Introduction 
A wire-loop game, also known as “Buzz wire”, is a 
classic childhood game that involves guiding a metal 
loop along a serpentine length of wire, without touching 
the loop to the wire (see Figure 1). The loop and wire 
are connected to a power source such that, if they 
touch, they form a closed electric circuit. A light or a 

 
Permission to make digital or hard copies of part or all of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. Copyrights 
for third-party components of this work must be honored. For all other 
uses, contact the owner/author(s).  
CHI 2020 Extended Abstracts, April 25–30, 2020, Honolulu, HI, USA. 
© 2020 Copyright is held by the owner/author(s). 
ACM ISBN 978-1-4503-6819-3/20/04. 
DOI: https://doi.org/10.1145/3334480.3383152 

Figure 2: Levi-loop game setup 
composed of a phased ultrasound 
array (two sided), a collection of 
3D printed hoops, a levitating 
particle, and a Leap Motion 
controller. 

Figure 1: Traditional, do-it-
yourself, wire-loop game setup 
composed of a wire, a loop, a 
battery and a buzzer. 



 

as pinch-to-move are also possible and quite stable. 
Finally, players can reposition themselves and their 
controlling hand-gesture in mid-play by closing their 
thumb in order get a better viewing-angle perspective 
of the maze challenge.  

Conclusion 
We have described Levi-loop, a novel interactive 
experience that uses gameplay to reflect on the 
challenges of precisely controlling mid-air levitating 
objects in the presence of physical constraints and 
obstacles. Levi-loop is also an engaging ‘hands-on’ 
experience that introduces CHI attendees to acoustic 
levitation interfaces, an emerging display type seen in 
the HCI literature and popular press. 

Using the Levi-loop platform, we plan to investigate the 
accuracy-speed tradeoff described by Fitts’s law, 
multiplayer extensions, and  how recent projection 
mapping techniques coupled with rapid levitation 
movements [6] can be used together with acoustically 
transparent obstacles to, for instance, replicate the 
plethora of maze-like arcade games from the 70s and 
80s like Pac-Man. 
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Figure 6: Illustration showing the 
Levi-loop demo interaction. The 
player initiates interaction by 
pointing with her thumb open (as 
if holding an imaginary gun) to 
point-and-select the levitating 
particle. The hand is being tracked 
by the Leap Motion controller. The 
coordinates of the player’s index 
finger are mapped to levitating 
particle so that motion is coupled, 
and the user can point-and-move 
the levitating particle. The player 
can pause interaction by closing 
their thumb. The player can re-
initiate or continue the interaction 
from a different location by 
opening her thumb, as long as her 
hand is within the field of view of 
the Leap Motion controller.  
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